ABSTRACT
In this paper we proposed stated, a genetic algorithm is a programming technique that mimics biological evolution as a problem-solving strategy. Given a specific problem to solve, the input to the genetic algorithm is a set of potential solutions to that problem, encoded in some fashion, and a metric called a fitness function that allows each candidate to be quantitatively evaluated.

A genetic algorithms (GA) are machine learning search techniques inspired by Darwinian evolutionary models. The advantage of GA over factor analytic and other such statistical models is that GA models can address problems for which there is no human expertise or where the problem seeking a solution is too complicated for expertise based approaches.
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INTRODUCTION
The basic outline of a genetic algorithm is as follows [1]:

1. Initialise a population of individuals. This can be done either randomly or with domain specific background knowledge to start the search with promising seed individuals. Where available the latter is always recommended.
   - Individuals are represented as a string of bits. This is not a restriction for the type of problem because other data types (numbers, strings, structures) can also be encoded as bit strings.
   - A fitness function must be defined that takes as input an individual and returns a number (or a vector) that can be used as a measure of the quality (fitness) of that individual.
   - The application should be formulated such that the desired solution to the problem coincides with the most successful individual according to the fitness function.

2. Evaluate all individuals of the initial population.
3. Generate new individuals. The reproduction probability for an individual is proportional to its relative fitness within the current generation. Reproduction involves domain specific genetic operators. Operations to produce new individuals are:
   - Mutation. Substitute one or more bits of an individual randomly by a new value (0 or 1).
   - Variation. Change the bits in a way that the number encoded by them is slightly incremented or decremented.
   - Crossover. Exchange parts (single bits or bit strings) of one individual with the corresponding parts of another individual. Originally, only one-point crossover was performed but theoretically one can process up to L - 1 different crossover sites (with L as the length of the individual). For one-point crossover, two individuals are aligned and one location on their strings is randomly chosen as the crossover site. Now the parts from the beginning of the individuals to the crossover site are exchanged between the two. The resulting hybrid individuals are taken as the new offspring individuals.

4. Select individuals for the new parent generation.
In the original genetic algorithm all offspring were selected while all parents were discarded. This is motivated by the biological model and is called total generation replacement.

More recent variations of generation replacement compare the original parent individuals and the offspring which are then ranked by their fitness values. Only the n best individuals (n is the population size, i.e. the number of individuals in one generation) are taken into the next generation. This method is called elitist generation replacement. It guarantees that good individuals are not lost during a run. With total generation replacement good individuals may "die out" because they produce only offspring inferior in terms of the fitness function. Another variant is steady state replacement. There, two individuals are randomly selected from the current population. The genetic operators are applied and the offspring replace the parents in the population. Steady state replacement often converges sooner because on average it requires fewer fitness evaluations than elitist or total generation replacement.

5. Go back to step 2 until either a desired fitness value is reached or until a predefined number of iterations is performed.

Before a genetic algorithm can be put to work on any problem, a method is needed to encode potential solutions to that problem in a form that a computer can process. One common approach is to encode solutions as binary strings: sequences of 1's and 0's, where the digit at each position represents the value of some aspect of the solution. Another, similar approach is to encode solutions as arrays of integers or decimal numbers, with each position again representing some particular aspect of the solution. This approach allows for greater precision and complexity than the comparatively restricted method of using binary numbers only and often "is intuitively closer to the problem space" [2-3]

This technique was used, for example, in the work of Steffen Schulze-Kremer, who wrote a genetic algorithm to predict the three-dimensional structure of a protein based on the sequence of amino acids that go into it [4]. Schulze-Kremer's genetic algorithm used real-valued numbers to represent the so-called "torsion angles" between the peptide bonds that connect amino acids. (A protein is made up of a sequence of basic building blocks called amino acids, which are joined together like the links in a chain. Once all the amino acids are linked, the protein folds up into a complex three-dimensional shape based on which amino acids attract each other and which ones repel each other. The shape of a protein determines its function.)

For every application of a genetic algorithm one has to decide on a representation formalism for the "genes". In this application, the so-called hybrid approach is taken [5]. This means that the genetic algorithm is configured to operate on numbers, not bit strings as in the original genetic algorithm. A hybrid representation is usually easier to implement and also facilitates the use of domain specific operators.

However, three potential disadvantages are encountered:
1. Strictly speaking, the mathematical foundation of genetic algorithms holds only for binary representations, although some of the mathematical properties are also valid for a floating point representation.
2. Binary representations run faster in many applications.
3. An additional encoding/decoding process may be required to map numbers onto bit strings.

In this application a simple steric potential energy function was chosen as the fitness function (i.e. the objective function to be minimised). It is very difficult to find the global optimum of any potential energy function because of the large number of degrees of freedom even for a protein of average size. In general, molecules with n atoms have 3n - 6 degrees of freedom. For the case of a medium-sized protein of 100 residues this amounts to:

\[(100 \text{ residues} \times 20 \text{ atoms per residue}) \times 3 = 6 \times 5994\]

degrees of freedom [5]. Systems of equations with this number of free variables are analytically intractable today. Empirical efforts to heuristically find the optimum are almost as difficult. If there are no constraints for the conformation of a protein and only its primary structure is given the number of conformations for a protein of medium size (100 residues) can be approximated to:

\[(5 \text{ torsion angles per residue} \times 5 \text{ likely values per torsion angle})^{100} = 25^{100}\]

This means that in the worst case 25100 conformations would have to be evaluated to find the global optimum. This is clearly beyond the capacity of today's and tomorrow's super computers. As can be seen from a number of previous applications genetic algorithms were able to find sub-optimal solutions to problems with an equally large search space [6-8]. Sub-optimal in this context means that it cannot be proven that the solutions generated by the genetic algorithm do in fact include an optimal solution but that some of the results generated by the genetic algorithm

practically surpassed any previously known solution. This can be of much help in non-polynomial complete problems where no analytical solution of the problem is available.

Before you can use a genetic algorithm to solve a problem, a way must be found of encoding any potential solution to the problem. This could be as a string of real numbers or, as is more typically the case, a binary bit string. Let’s refer to this bit string from now on as the chromosome. A typical chromosome may look like this:

```
100101011101010100011101110111111101
```

At the beginning of a run of a genetic algorithm a large population of random chromosomes is created. Each one, when decoded will represent a different solution to the problem at hand. Let’s say there are N chromosomes in the initial population [9-11]. Then, the following steps are repeated until a solution is found

1. Test each chromosome to see how good it is at solving the problem at hand and assign a fitness score accordingly. The fitness score is a measure of how good that chromosome is at solving the problem to hand.
2. Select two members from the current population. The chance of being selected is proportional to the chromosomes fitness. Roulette wheel selection is a commonly used method.
3. Dependent on the crossover rate crossover the bits from each chosen chromosome at a randomly chosen point.
4. Step through the chosen chromosomes bits and flip dependent on the mutation rate.
5. Repeat step 2, 3, 4 until a new population of N members has been created.

**ROULETTE WHEEL SELECTION**

This is a way of choosing members from the population of chromosomes in a way that is proportional to their fitness. It does not guarantee that the fittest member goes through to the next generation merely that it has a very good chance of doing so. It works like this:

Imagine that the population’s total fitness score is represented by a pie chart, or roulette wheel. Now you assign a slice of the wheel to each member of the population. The size of the slice is proportional to that chromosomes fitness score. i.e. the fitter a member is the bigger the slice of pie it gets. Now, to choose a chromosome all you have to do is spin the ball and grab the chromosome at the point it stops.

This is simply the chance that two chromosomes will swap their bits. A good value for this is around 0.7. Crossover is performed by selecting a random gene along the length of the chromosomes and swapping all the genes after that point.

e.g. Given two chromosomes

```
10001001110010010100011001000110
01010001001000011
```

Choose a random bit along the length, say at position 9, and swap all the bits after that point

So the above become:

```
10001001101000011
01010001010010010
```

**WHAT’S THE MUTATION RATE?**

This is the chance that a bit within a chromosome will be flipped (0 becomes 1, 1 becomes 0 - this operation is called digit inversion. We give an example of inversion realization on low level programming language assembly - appendix 1[12-14]). This is usually a very low value for binary encoded genes, say 0.001

So whenever chromosomes are chosen from the population the algorithm first checks to see if crossover should be applied and then the algorithm iterates down the length of each chromosome mutating the bits if applicable.

**PRACTIC IMPLEMENTATION**

To hammer home the theory you’ve just learnt let’s look at a simple problem:

Given the digits 0 through 9 and the operators +, -, *, /, find a sequence that will represent a given target number. The operators will be applied sequentially from left to right as you read.

So, given the target number 23, the sequence 6+5*4/2+1 would be one possible solution.
If \( 75.5 \) is the chosen number then \( 5/2+9*7-5 \) would be a possible solution.

Please make sure you understand the problem before moving on. I know it's a little contrived but I've used it because it's very simple.

**Stage 1: Encoding**

First we need to encode a possible solution as a string of bits... a chromosome. So how do we do this? Well, first we need to represent all the different characters available to the solution... that is 0 through 9 and +, -, * and /.

This will represent a gene. Each chromosome will be made up of several genes.

Four bits are required to represent the range of characters used:

- **0**: 0000
- **1**: 0001
- **2**: 0010
- **3**: 0011
- **4**: 0100
- **5**: 0101
- **6**: 0110
- **7**: 0111
- **8**: 1000
- **9**: 1001
- **+**: 1010
- **-**: 1011
- *****: 1100
- **/**: 1101

The above show all the different genes required to encode the problem as described. The possible genes 1110 & 1111 will remain unused and will be ignored by the algorithm if encountered.

So now you can see that the solution mentioned above for 23, ' 6+5*4/2+1' would be represented by nine genes like so:

\[
0110 1010 0101 1100 0100 1101 0010 1010 0001
\]

These genes are all strung together to form the chromosome:

\[
01101010011100101100110010101100001
\]

Because the algorithm deals with random arrangements of bits it is often going to come across a string of bits like this:

\[
00100010101011100011001100101010100001
\]

Decoded, these bits represent:

\[
0010 0010 1010 1110 1011 0111 0010
\]

Which is meaningless in the context of this problem! Therefore, when decoding, the algorithm will just ignore any genes which don’t conform to the expected pattern of: number -> operator -> number -> operator … and so on. With this in mind the above ‘nonsense’ chromosome is read (and tested) as:

\[
2 + 7
\]

**Stage 2: Deciding on a Fitness Function**

This can be the most difficult part of the algorithm to figure out. It really depends on what problem you are trying to solve but the general idea is to give a higher fitness score the closer a chromosome comes to solving the problem. With regards to the simple project I'm describing here, a fitness score can be assigned that's inversely proportional to the difference between the solution and the value a decoded chromosome represents.

If we assume the target number for the remainder of the tutorial is 42, the chromosome mentioned above
Stage 3: Getting down to business

Please tinker around with the mutation rate, crossover rate, size of chromosome etc to get a feel for how each parameter effects the algorithm. Hopefully the code should be documented well enough for you to follow what is going on!

Note: The code given will parse a chromosome bit string into the values we have discussed and it will attempt to find a solution which uses all the valid symbols it has found. Therefore if the target is 42, $+ 6 \times 7 / 2$ would not give a positive result even though the first four symbols($'+ 6 \times 7'$) do give a valid solution.

CONCLUSIONS

There are different selection techniques to use, different crossover and mutation operators to try and more esoteric stuff like fitness sharing and speciation to fool around with. All or some of these techniques will improve the performance of your genetic algorithms considerably.

There are different ways of selecting the individuals for the next generation. Given the constraint that the number of individuals should remain constant some individuals have to be discarded. Transition between generations can be done by total replacement, elitist replacement or steady state replacement. For total replacement only the newly created offspring enter the next generation and the parents of the previous generation are completely discarded. This has the disadvantage that a fit parent can be lost even if it only produces bad offspring once. With elitist replacement all parents and offspring of one generation are sorted according to their fitness. If the size of the population is n, then the n fittest individuals are selected as parents for the following generation. This mode has been used here. Another variant is steady state replacement where two individuals are selected from the population based on their fitness and then modified by mutation and crossover. They are then used to replace their parents.
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