An Implementation of Scale Invariant Feature Transform (SIFT) Algorithm Using Content Based Image Retrieval  

Ms.S. Poovizhi¹, Ms. Sandhiya²  
¹² Assistant Professor, RMK College of Engineering and Technology, Puduvoyal, India  
poovs1@gmail.com

Abstract  
Successful retrieval of relevant images from large-scale image collections is one of the current problem in the field of data management. Content-Based Image Retrieval (CBIR), also known as Query by Image Content (QBIC) is the application to solve image retrieval problem, that is, the problem of searching for digital images in large databases. SIFT (Scale Invariant Feature Transform) has been identified as a promising algorithm for this application. The algorithm is specifically tested for its feasibility for finding matches between two different images.
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Introduction  
Image processing now a day finds its application in all fields around us. Database related to images is on increasing. SIFT is an image processing algorithm which can be used to detect distinct features in an image. Once features have been detected for two different images, one can use these features to answer questions like “are the two images taken of the same object?” and “given an object in the first image, is it present in the second image?” Thus, the feasibility of SIFT algorithm for CBIR is tested and used in image retrieval process.

Content Based Image Retrieval  
Content-based image retrieval uses the visual contents of an image such as colour, shape, texture, and spatial layout to represent and index the image. In typical content-based image retrieval systems (Figure 1), the visual contents of the images in the database are extracted and described by multi-dimensional feature vectors. The feature vectors of the images in the database form a feature database. To retrieve images, users provide the retrieval system with example images or sketched figures. The system then changes these examples into its internal representation of feature vectors. The similarity distances between the feature vectors of the query example or sketch and those of the images in the database are then calculated and retrieval is performed with the aid of an indexing scheme. The indexing scheme provides an efficient way to search for the image database. Recent retrieval systems have incorporated users relevance feedback to modify the retrieval process in order to generate perceptually and semantically more meaningful retrieval results.

Image Content Descriptors  
General visual content include color, texture, shape, spatial relationship, etc. Domain specific visual content, like human faces, is application dependent and may involve domain knowledge. Semantic content is obtained either by textual annotation or by complex inference procedures based on visual content. A good visual content descriptor should be invariant to the accidental variance introduced by the imaging process (e.g., the variation of the illumination of the scene). However, there is a trade-off between the invariance and the discriminative power of visual features, since a very wide class of invariance loses the ability to discriminate between essential differences. Invariant description has been largely
investigated in computer vision (like object recognition), but it is relatively new in image retrieval.

A visual content descriptor can be either global or local. A global descriptor uses the visual features of the whole image, whereas a local descriptor uses the visual features of regions or objects to describe the image content. To obtain the local visual descriptors, an image is often divided into parts first. The simplest way of dividing an image is to use a partition, which cuts the image into tiles of equal size and shape. A simple partition does not generate perceptually meaningful regions but is a way of representing the global features of the image at a finer resolution. A better method is to divide the image into homogenous regions according to some criterion using region segmentation algorithms that have been extensively investigated in computer vision. A more complex way of dividing an image, is to undertake a complete object segmentation to obtain semantically meaningful objects (eg. ball, car, horse). Currently, automatic object segmentation for broad domains of general images is unlikely to succeed.

SIFT Algorithm

The SIFT algorithm identifies features of an image that are distinct, and these features can in turn be used to identify similar or identical objects in other images. SIFT has four computational phases. The reason for this being that some computations performed by SIFT are very expensive. The cost of extracting the keypoints is minimized by the cascading approach of SIFT. The more expensive operations are only applied on locations that pass an initial, cheaper test. The output of the SIFT algorithm is a set of keypoint descriptors. Once such descriptors have been generated for more than one image, one can begin image matching (Figure 4.1). The image matching, or object matching, is not part of the SIFT algorithm. For matching we use a Nearest Neighbour Search (NNS), an algorithm that is able to detect similarities between keypoints. Thus, SIFT only makes matching possible by generating the keypoint descriptors.

Although the matching process is not part of SIFT, the results from image matches are used as an indicator of how well the SIFT algorithm is suited for image matching. (Figure 4.2) shows that in an image match checking, the two sets of keypoint descriptors are given as input to a nearest neighbour search algorithm. The output of the algorithm is a set of keypoint descriptors found to be very similar.

Keypoints and Keypoint Descriptors

The SIFT algorithm produces keypoint descriptors. A keypoint is an image feature which is so distinct that image scaling, noise, or rotation does not, or rather should not, distort the keypoint. If one scales the image to half the size, or double the size, the keypoint would still be identifiable. The same goes for image rotation and noise. If an image is, for example, rotated clockwise, the keypoint would still persist.

A keypoint descriptor is a 128-dimensional vector that describes a keypoint. The reason for this high dimension is that each keypoint descriptor contains a lot of information about the point it describes. In Figure 4, blurry images in which SIFT has detected 240 keypoints (The image can also be found in the lower right hand corner of Figure 5.1). The blue circles represent a keypoint found, along with its scale.
Scale Space Extrema Detection

The first phase of the computation seeks to identify potential interest points. It searches over all scales and location. The computation is accomplished by using a Difference-of-Gaussian (DoG) function. The resulting interest points are invariant to scale and rotation, meaning that they are persistent across image scales and rotation. Figure 6.1 shows how the DOG is calculated.

Keypoint Localization

For all interest points found in phase 1, a detailed model is created to determine location and scale. Keypoints are selected based on their stability. A stable keypoint is thus a keypoint resistant to image distortion. Take Taylor Series Expansion of scale-space function $D(x,y,\sigma)$

Use up to quadratic terms

$$D(x) = D + \frac{\partial D}{\partial x}x + \frac{1}{2}x^T \frac{\partial^2 D}{\partial x^2}x$$

origin shifted to sample point $x = (x, y, \sigma)^T$

- offset from this sample point
- to find location of extremum, take derivative and set to 0

$$-x = \frac{\partial^2 D}{\partial x^2}^{-1} \frac{\partial D}{\partial x}$$

Orientation Assignment

For each of the keypoints identified in phase 2, SIFT computes the direction of gradients around. One or more orientations are assigned to each keypoint based on local image gradient directions.

Keypoint Descriptor

The local image gradients are measured in the region around each keypoint. These are transformed into a representation that allows for significant levels of local shape distortion and change in illumination. There are nine parameters one can assign to adjust what criteria SIFT uses on its four-step way to identify keypoints. Still, the parameters used are the ones Lowe set forth as optimal, and his recommendations are based on empirical studies.
Image Matching

The three possible image matches are,

1. A match where the whole of one image matches the whole of another image.
2. Part of one image matches the whole of another image.
3. Part of one image matches the part of another image.

The different matches will have different characteristics. If there is a match in case 1, a fairly large percentage of all keypoints are matched. In case 2, there is a large percentage match in the image with a whole match, and a small percentage match in the image partly matching. In case 3, there is a fairly low percentage of keypoints matching in both images.

Lines between matching keypoints have been drawn on top of the images for ease of understanding. The matches are not always correct, so some lines will point to non-matching locations. In Figure 10.1, there is a matching of two images that have a lot of similarity. As expected, a large number of keypoints were identified as matching. The image on top has been taken with a mobile phone camera, and the image below has been scanned.

PDF. Note that, although there are many hits, there is also one obvious miss. The almost vertical line going from the grass in the picture on the left and to the hills in the image on the right is falsely identified as a match.

To determine whether two images are similar, or contain a similar object, can perform a nearest neighbour search (NNS) to identify similar keypoint descriptors. A keypoint descriptor is considered a neighbour to another if they have many characteristics in common. Remember that a keypoint descriptor is a 128-dimensional vector. Thus, if two such vectors are similar, they are likely to be a description of two similar objects.

A common way to perform an NNS is to first create a kd-Tree, and then traverse it. It is not necessary to see how this tree is constructed, but it is worth mentioning that the running time of such a search is O(n log n). This is a lot better than the running time of a linear search, which is O(n^2). After all the neighbouring keypoint descriptors are identified, a Hough transform is performed on the set of matching keypoints. The purpose of the Hough-transform is to filter out false matches. Here only a few keypoint matches can be sufficient for identifying two images as a match, but this would be impossible be having a few keypoints been removed by a Hough-transform.

RESULTS

The result of the project is classified into three different demos.

i) Keypoint generation for a particular image
ii) Matching of similar keypoints between two images
iii) Retrieval of images based on the content of the query image

Retrieval of images based on the content of the query image
Keypoint Generation for a Particular Image

Figure 12.1 Detection of Scale Space Extrema

Figure 12.2 Keypoint generation for an image

Matching of Similar Keypoints between Two Images

Figure 13.1 Output for two different images with more number of keypoints matching.

Figure 13.2 Output for two different images with less number of keypoints matching.

Retrieval of Images Based on the Content of the Query Image

Figure 14.1 Window shown while comparing query image with that of the all other images in the database. Here, the closely related 4 images are retrieved from the group of images.

Figure 14.2 Four closely matched retrieved images. Here, the closely related 10 images are retrieved from the group of images.

Figure 14.3 Ten closely matched retrieved images.

The SIFT algorithm has gone through extensive testing, and here we will present all results and findings. The first category consists of image tests done for the reason of curiosity. The second category has to do with timing and keypoint generation. In the third category all image matches have been done on transformed images. An image transformation can be, for example, to remove colour, scale the image up or down, and so on.

Conclusion

The SIFT keypoints described in this paper are particularly useful due to their distinctiveness, which enables the correct match for a keypoint to be
selected from a large database of other keypoints. The keypoints have been shown to be invariant to image rotation and scale and robust across a substantial range of affine distortion, addition of noise, and change in illumination. Computation of keypoint is efficient when all the three features (color, texture, shape) are taken into consideration, so that several thousand keypoints can be extracted from a typical image with near real-time performance on standard PC hardware. Thus, the SIFT algorithm can be used in real time content based image retrieval process.
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