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Abstract
Timely and cost factor is increasingly important in today’s global competitive market. The key problem faced by today’s industries are feasible allocation of various jobs to available resources i.e., machines (Scheduler) and optimal utilization of the available resources. Among the various problems in scheduling, the job shop scheduling is the most complicated and requires a large computational effort to solve it. A typical job shop scheduling problem has a set of jobs to be processed in a set of machines, with certain constraints and objective function to be achieved. The most commonly considered objectives are the minimization of make span, minimization of tardiness which leads to minimization of penalty cost, and to maximize machine utilization. Machine shop scheduling can be done using various techniques like standard dispatching rules, heuristic techniques like Simulated annealing, Tabu Search, Genetic algorithm, etc., here a typical job shop shop scheduling problem is solved using simulated annealing (SA) technique, a heuristic search algorithm. SA is generic neighborhood search algorithm used to locate optimal solution very nearer to global optimal solution. A software based program is developed in VB platform for a typical job shop problem and test instances were performed over it. Experimental results obtained were further tuned by varying parameters and optimal results were obtained.
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Introduction
Job scheduling deals with the allocation of resources to tasks over given time periods and its goal is to optimize one or more objectives. The resources and tasks in an organization can take many different forms. The resources may be machines in a workshop, runways at an airport, crews at a construction site, processing units in a computing environment, and so on. The tasks may be operations in a production process, take-offs and landings at an airport, stages in a construction project, executions of computer programs, and so on. Each task may have a certain priority level, an earliest possible starting time and a due date. The objectives can also take many different forms. One objective may be the minimization of the completion time of the last task and another may be the minimization of the number of tasks completed after their respective due dates.

Scheduling, as a decision-making process, plays an important role in most manufacturing and production systems as well as in most information processing environments. It is also important in transportation and distribution settings and in other types of service industries. The following examples illustrate the role of scheduling in a number of real world environments.

The scheduling problem
The difficulty inherent in scheduling activities arises from the complexity and uncertainty which are characteristic of flexible manufacturing environments. This is due to the fact that scheduling is not an isolated function separate from other manufacturing functions. Scheduling activities are dependent upon decisions made elsewhere. The presence of a limited number of machines performing different operations and having different features and capacities can add further complexity.

Scheduling decisions which are made manually in the shop are not always satisfactory. The impact of a current choice upon future events is difficult, if not impossible, to predict. Programming errors, communication errors, hardware errors and manufacturing errors must be accounted for directly and acted upon in a way that causes minimum damage and downtime. Completely avoiding errors, or completely negating their effects, is rarely possible. However, the complexity imposed by a variety of constraints and preferences and the inherent uncertainty prevent human
Problem description

The most generic and complicated problem in scheduling field is a typical job shop with \( m \) parallel machines. A job shop comprises of set of \( n \) jobs to be processed in \( m \) machines with a pre-determined sequence. But in a job shop with identical parallel machines, sequences are not required. The problem is considered to be a flexible job shop scheduling problem (FJSP).

Scheduling of a FJSP requires a lot of computational efforts and large volume of data flow. FJSP models modern flexible manufacturing environment with work centers that comprise a number of machines that are identical or similar in functionality. An additional practical requirement is for a job to visit the same machine several times on its route through the system.

This feature of job recirculation further increases the computational complexity of the FJSP. Techniques to solve the FJSP include enumerative methods such as branch and bound [11] that can guarantee solution optimality but do not scale well for larger problems, while approximation and randomized algorithms sacrifice certainty and optimality for efficiency.

Given industrial situation
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- Typical Job Shop scheduling problem.
- Allocation of \( n \) jobs to \( m \) machines.
- Objective - Reduce Makespan, Tardiness and increase Machine utilization.
Standard dispatching rule (SPT) results
Cmax , Tardiness and Earliness values are in mins

Simulated annealing algorithm

{ START
Step 1:
Set k =1 and select β1.
Select an initial sequence S1 using some heuristic. Select So = S1.

Step 2:
Select a candidate schedule Sc from the neighborhood of Sk.
If G (So) < G (Sc) < G (Sk), set Sk+1 = Sc and go to step 3. If G (Sc) < G (So), So = Sk+1 = Sc and go to step 3.
If G (Sc) > G (Sk), generate a random number U from a uniform (0, 1) distribution; If Uk < P (Sk, Sc), set Sk+1 = Sc; otherwise, set Sk+1 = Sk and go to step 3.

Step 3:
Select βk+1 < βk.
Increment k by 1.
If k = N then STOP;
Otherwise, go to step 2.
}

Algorithm description
The simulated annealing procedure goes through a number of iterations. At iteration k of the procedure, there is a current schedule Sk as well as a best schedule found so far, So for a single-machine problem, these schedules are sequences (permutations) of the jobs. Let G (Sk) and G (So) denote the corresponding values of the objective function. Note that G (Sk) > G (So). The value of the best schedule obtained so far, G (So), is often termed the aspiration criterion. The algorithm, in its search for an optimal schedule, moves from one schedule to another. At iteration k a search for a new schedule is conducted within the neighborhood of Sk. First, a so-called candidate schedule, say, Sc is selected from the neighborhood. This selection of a candidate schedule can be done at random or in an organized, possibly sequential, way. If G (Sc) < G (Sk), a move is made, setting Sk+1 = Sc. If G (Sc) < G (So), then S0 is set equal to Sc. However, if G (Sc) > G (Sk), a move is made to S with probability.

Developed algorithm for job shop scheduling using simulated annealing technique

{ START STEP 1:
Input No. of parallel machines (mi): i = 1….. to m
No. of jobs, (nj): j = 1….. to n
Processing Time, (Pij) Due Time, (dj) Weightage, (Wj)

STEP 2:
Allocate the jobs to machines using Standard Dispatching Rule.
The obtained solution (Schedule) is considered as initial solution (So). Let Go be the corresponding objective function of So.

STEP 3:
Get N – maximum iteration count (Termination condition).
Set k =1 and select β1.
Set So = Sk

STEP 3a:
Check for idle times in each machine m.
If any idle time value, ID > Pij, Processing Time of any job then
Check for
Is_Same_Job_Running_On_Another_Machine_At_Same_Time
If above condition is true then check for other equivalent jobs which can fit in the idle time gap.

If possible to shift then transfer the job to new position, and the solution (schedule) obtained is candidate solution Sc.
Calculate $G(Sc)$

**STEP 4:**

If $G(Sc) < G(So) < G(Sk)$,

\[
< \text{is used as for Cmax objective function minimization condition is used}
\]

Set $Sk+1 = Sc$ and go to step 5.

If $G(So) < G(Sc) < G(Sk)$

Set $So = Sk+1 = Sc$ and go to step 5. If $G(Sc) > G(Sk)$, then

\[P(Sk, Sc) = \exp \left( \frac{(G(Sk) - G(Sc))}{\beta_k} \right)\]

If $U_k < P(Sk, Sc)$ where $U_k$ is a randomly generated from $(0,1)$ distribution.

Set $Sk+1 = Sc$;

Otherwise, set $Sk+1 = Sk$ and go to step 5.

**STEP 5:**

Select $\beta_{k+1} < \beta_k$.

Increment $k$ by 1.

If $k = N$ then STOP; otherwise, go to step 3a.

END

**Algorithm description**

The simulated annealing algorithm is modified for job shop scheduling problem. The modified algorithm is used to develop a VB based program which is used to perform the calculations and to develop a schedule.

The first step of the algorithm gets the various inputs like no. of machines, $(m)$, no. of jobs $(n)$, processing times $(P_{ij})$, due time $(D_j)$ and store it in a database.

In the second step the jobs are allocated to machines using the standard dispatching rule. The obtained schedule (solution) is considered as initial solution $(S0)$. Let $G0$ be the corresponding objective function of $S0$.

The no. of maximum iteration count $N$ is fixed and $k$ is set as $k=1$. Also the cooling parameters $\beta_1$ are selected. The value $\beta_k$ is calculated from $\beta_k = a_k$ where $a$ is selected between 1 and 0.

In the step 3a the idle times of each machine are found out. The idle time gap is analyzed so that any of the processing time, $(P_{ij})$ of jth job ith machine can be reallocated to that gap. This process involves in two steps.

First the gap should be enough to fix a job of $(P_{ij})$ in it. Secondly, the same job should not run in another machine. To find this a function called is_Same Job Running On Another Machine At Same Time developed and checked for its condition.

If the above condition is true then check for other jobs with equivalent processing times to the available gap. If the condition becomes false then the job can be shifted to newer position and the solution (schedule) obtained is termed as candidate solution $(Sc)$.

The corresponding objective function values $G(Sc)$ are calculated.

In the step 4 the objective function values of initial solution, $G(So)$, candidate solution, $G(Sc)$ current solution, $G(Sk)$ are compared.

If $G(So) < G(Sc) < G(Sk)$ then set $Sk+1 = Sc$ and go to step 5. i.e., the candidate solution is made as next current solution.

If $G(Sc) < G(So) < G(Sk)$ then set $So = Sk+1 = Sc$ and go to step 5. i.e., the candidate solution is set as next current solution and so far found best solution.

If $G(Sc) > G(Sk)$, then find the probability function

\[P(Sk, Sc) = \exp \left( \frac{(G(Sk) - G(Sc))}{\beta_k} \right)\]

If $U_k < P(Sk, Sc)$ where $U_k$ is a randomly generated from $(0,1)$ distribution.

Set $Sk+1 = Sc$;

Otherwise, set $Sk+1 = Sk$ and go to step 5.

i.e., if the objective function value of candidate solution is greater than that of current solution then probabilistic criterion is used to select the solution.

In the next step the new $\beta_{k+1}$ values are selected which should be lesser than the older $\beta_k$ value. The iteration counter $k$ is incremented by one and checked for termination condition. If no. of iteration exceeds the
preset count then the algorithm stops, else it loops again from step 3a.

**Machine job input form**
In this form we give no. of machines and no. of jobs as input

![Fig. 3 Machine and Job Input Form](image)

**DATA INPUT FORM**

![Fig. 4 Data Input Form](image)

### 4.2 SIMULATION TABLE

This form shows the process of the simulation. The result (schedule) from standard dispatching rule is taken as initial solution and is iterated using simulation annealing algorithm and final optimal result (schedule) is obtained in this form

![Fig. 5 Simulation Table Form](image)

### Final result gantt chart

![Fig. 6 Gantt chart of Final Schedule](image)

**Developed simanneal program results**

- Cmax obtained using standard dispatching rule: 310 mins
- Cmax obtained using SIMANNEAL algorithm: 284 mins.
- % of improvement in Cmax: 8%
- Tardiness obtained using standard dispatching rule: 1689 mins
- Tardiness obtained SIMANNEAL algorithm: 1649 mins
- % of improvement in Tardiness: 3%
- Machine utilization obtained using standard dispatching rule: 86.34%
- Machine utilization SIMANNEAL algorithm: 95.06%

![Fig. 7 Results of developed SIMANNEAL program](image)

**Table 1 Machine Utilization Result Form**

<table>
<thead>
<tr>
<th>Machine</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running Time</td>
<td>255</td>
<td>235</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Idle Time</td>
<td>6</td>
<td>26</td>
<td>11</td>
<td>261</td>
</tr>
<tr>
<td>Utilization %</td>
<td>97.78</td>
<td>90.03</td>
<td>95.78</td>
<td>95.78</td>
</tr>
</tbody>
</table>

**Results and discussion**

- Cmax obtained using standard dispatching rule:
- Cmax obtained using SIMANNEAL algorithm:
- % of improvement in Cmax:
- Tardiness obtained using standard dispatching rule:
- Tardiness obtained SIMANNEAL algorithm:
- % of improvement in Tardiness:
- Machine utilization obtained using standard dispatching rule:
- Machine utilization SIMANNEAL algorithm:
% of improvement in Machine utilization 10%

Compared to standard despatch rules Cmax is minimum, tardiness is minimum, machine utilisation is improved and number of Tardiness job is reduced and number of Earliness jobs is increased in Simulated Annealing process. So simulated Annealing Technique is suitable for all type of industrial job shop parallel machine scheduling problems.

Conclusion

Thus it is concluded from the results obtained that SA proves to be a better heuristic search algorithm to solve complex job shop scheduling problem. It had been proved through different case analysis that Simulated Annealing is one of the near best algorithms for solving combinatorial optimization problems. SA produces quality results with a low degree of performance variance. Carried out experimental results show that the developed software program obtains very promising results for solving small sized benchmark problems and some large randomly generated problems. The results show that SA can be used to resolve industrial scheduling problems, considering variation in input data from time to time. With the idea that simulated annealing has a uniform probability distribution over global optima and its better usage for multi-objective problems, it can be used to resolve Multi-objective shop floor problems.

Scope for further work

Due to the fact that there is no general SA algorithm that works well for all problems out there, there is still much to be done in terms of research about SA. The algorithm must be modified for further different classes of scheduling problems.

Further we can develop the algorithm for dynamic scheduling problems and problems of following nature,

- Scheduling problems with precedence constraints and job weight
- Preemptive scheduling problems.
- Industrial problems with machine break down conditions.
Comparison with other Standard rules and other heuristic techniques.
• Bunch marking with high number of job cases.
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